
THEORY OF MACHINE LEARNING

LECTURE 22

NTK SUMMARY, REPRESENTATION LEARNING



ANNOUNCEMENTS

 Homework 3 due on Monday April 11

 Project presentations: starting in two weeks! (~18 projects) 

 Dates: April 19, 22, 26 (5 projects /class), couple online

 This week and next: representation learning, robustness



LAST WEEK

 Learning NNs is hard, often done via gradient descent

 Topics skipped – “strongest” hardness results based on crypto 

[Klivans, Sherstov]

 Analyzing gradient descent:

 Can one analyze dynamics of gradient descent? [can view as Kernel regression for 

a time-varying kernel]

 Are there cases where we can reason about resulting solution? [for infinitely 

wide nets, kernel remains “fixed” – neural tangent kernel]



NTK REVIEW

Theorem. [Jacot, Gabriel, Hongler 18] [Arora, et al. 2019] A width ~ n^3 

network (any number of layers) trained via GD from random initialization 

achieves zero training error. Moreover, the final solution is equivalent to 

solving a “Kernel regression” problem with a specific kernel.

- Kernel regression

- Any model training can be viewed as Kernel regression with time varying 

kernel

- With wide DNNs, kernel doesn’t change much!



NTK EXPERIMENTS

[Arora, et al. 2019] What happens if we forget about NNs, compute closed 

form for NTK (determined only by number of layers, types of connections, 

activation function), perform kernel regression?



REPRESENTATION LEARNING

 General idea – neural networks are “hierarchical feature extractors”

 Circa 2000s – manual feature extraction (HOG, SIFT)

 NNs embed inputs -> “feature space” (alternative ‘representation’)



REPRESENTATION LEARNING

 What makes a good representation?

 Contrastive (for classification)

 “Disentangled” or orthogonal 

 Sparse “explanations” for phenomena

 Hierarchically organized, explanatory

 Supervised vs Unsupervised



REPRESENTATION LEARNING

 Unsupervised learning of representation

 Sparse coding / autoencoders

 Self-supervision


