
 

Define Xi random variable whose value
is the value of the i th sample

each Xi is a random element of the array

Also note Xi are independent for different i

Expects
For each i IE Xi µ avg of

elementsof
the array

Algorithm's estimate is

I 1h X t X t Xn

By linearity of expectation

Efi µ



Keignewcomputation

Variance defined as V K M

V Eff.tk xn
n J

IEffxi Htlxz ant tlxnIJ
Expanding gives two kinds of terns

A EkXi

B Eflximlx.IM
Due to sampling with replacement terms of typeB
are 0 I

g
s always 34
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Moral
Variance reduces as samples k

increases

Now what if we use Markov's ineg on

V Effi ni
we get Pr I at 4 In I

Or equivalently Pull 5 ml Ine Ely
This can be generalized called Chebychev's ing

Prf15 H fat Et
f w p s we have II MI e Irk

I e estimate has error E w p 3

Set k 16 10 error E o ol



Morali more samples betteraccuracy

Variance is a fundamental quantity of random
variables

Prob value of 3g can be boosted much

further

Can compute higher moments

Eff HI
Chernoff bound


